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Seed load of crystallization has a direct effect on the product qualities. To further reveal the effects of
seed load on crystallization kinetics and improve the product size distribution, the aqueous solution of
potassium nitrate (KNO3–H2O) is employed as a model system and the relevant kinetic experiments are
conducted in a batch cooling crystallizer. The crystal nucleation and growth rate parameters are firstly
estimated with the concentration and transmittance data using a mathematical model reported in our lab,
and then the backward calculations with the help of the model parameters are successfully performed. It
is found that the nucleation capacity decreases and growth capacity increases with increasing seed load,
olution cooling crystallization
roduct size distribution
inetic analysis
eed load
uantitative design

and the size distribution of crystal products tends to be more uniform. However, with the increasing of
seed load, the linear growth rate of single crystal and the mean size of products both reduce accordingly.
Based on the calculational and experimental results, a quantitative design scheme concerning seed load
is proposed by further kinetic analyses, and the corresponding verification experiments are carried out.
The results show that under the guidance of the proposed scheme, the size distribution of crystal products
is more concentrated and the mean size of final particles can also escape from reducing obviously.
. Introduction

Solution cooling crystallization is a widely used industrial sep-
ration technology, but there still exist many problems in its
peration optimization due to the complicated process mechanism.

In order to increase the mean size of crystal products and
mprove crystal size distribution (CSD), as reviewed in the recent
iterature [1–6], lots of operation policies such as optimized cool-
ng profile and controlled supersaturation degree of system have
een put forward. Among them, the method of loading seeds is
f high effectiveness and is broadly applied in industrial produc-
ion. Being different from the case of unseeded crystallization, the
eeded crystallization process usually has lower nucleation rate and
etter CSD of products. This is because the most of solute molecules

n solution will be precipitated on the seed surfaces when seeds are
oaded.
In 1925, Griffiths [7] first investigated the seeded crystalliza-
ion process and presented the operation strategy of loading seeds
o control the amount of nucleation and CSD of products. In 1934,
ing and McCabe [8] proved that under the low supersaturation

∗ Corresponding author. Tel.: +86 25 83244816; fax: +86 25 83271258.
E-mail address: wzxcpu@yahoo.cn (Z.X. Wang).
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© 2009 Elsevier B.V. All rights reserved.

degree, loading seeds can restrain the formation of new nucleus
in most salt systems. In 1999, Doki et al. [9] found that if the seed
load is more than a critical value, the uniform size crystals can be
obtained in the batch cooling crystallization experiments of potas-
sium alum. In 2004, Loï Mi Lung-Somarriba et al. [10] investigated
the influence of seed surface area on the CSD in the glycine batch
cooling system, indicating that the CSD can be controlled when the
seed surface area is over a specific value. Besides, Chung et al. [11]
also studied the relationship between seed size and product parti-
cle characteristics for cooling crystallization. The above mentioned
and other similar works [12–17] all manifested that loading seeds
or not, seed load, seed size, etc., can directly impact the qualities of
final crystal products.

Most of literature researches paid great attention to disclosing
the effect of seed load on nucleation kinetics, but little attention was
paid to discussing the effect of seed load on crystal growth kinetics,
and the satisfying quantitative evaluation concerning seed load has
not yet been really realized. The present work is to further reveal
the seed load influence on the process kinetics of solution cooling

crystallization, particularly crystal growth kinetics, and thus put
forward a quantitative design scheme for seed loading, in which
the KNO3–H2O solution, a typical model system in crystallization
researches is employed, and the relevant kinetic experiments and
analyses are performed.

http://www.sciencedirect.com/science/journal/13858947
http://www.elsevier.com/locate/cej
mailto:wzxcpu@yahoo.cn
dx.doi.org/10.1016/j.cej.2009.09.029
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Nomenclature

b nucleation rate parameter
B secondary nucleation rate (# cm−3 min−1)
c concentration (g g−1)
c0 initial concentration (g g−1)
csat saturation concentration (g g−1)
dl increment of crystal size in dt time interval (cm)
f(L,t) function of CSD
g growth rate parameter
G linear growth rate of single crystal (cm min−1)
k� surface shape factor
kb nucleation rate parameter (g cm−6 min−1)
kB nucleation rate parameter (g cm−3 min−1)
kg growth rate parameter (cm min−1)
kv volume shape factor
L crystal characteristic size (cm)
L0 characteristic size of nucleation (cm)
mL solvent mass (g)
mS seed load (g)
r transmittance
S relative supersaturation
t crystallization time (min)
V solution volume (cm3)
Vc total volume of crystals in system (cm3)
w transmittance flow-cell width (cm)
XB nucleation capacity (g min−1)
XG growth capacity (g min−1)

Greek symbols
�2 the second moment of CSD function (cm2 cm−3)
�j the jth moment of CSD function (cmj cm−3)
�̂3 the third moment of CSD function (cm3 g−1)
�0 initial density of solution (g cm−3)
�c crystal density (g cm−3)

Subscripts
c solid phase

2

n
h
t
e
m
o
A

−

w
s
a
i

o
c

0 initial state
sat saturated state

. Kinetic model

Based on the assumption that the characteristic diameters of
ewly generated nuclei are of the same size L0 [18–20], with the
elp of Beer–Lambert law, McCabe’s �L law and population balance
heory [20,21], a kinetic model for batch cooling crystallization was
stablished in our prior work [22] by assuming the homogeneous
ixture of system and ignoring the breakage and agglomeration

f crystal particles. The derivation of this model is provided by
ppendix A, and the model equation can be written as

mL
dc

dt
= mL(1 + c0)[(c0 − c) + (mS/mL)]

�0
kB

(
c − csat

csat

)b

+ 6mL(1 + c0)kv�c(−ln r)
k˛w�0

kg

(
c − csat

csat

)g
(1)

here k� and kv represent the surface shape factor and volume
hape factor of crystal particles, respectively. For KNO3 crystal, k�
nd kv are about 6 and 1, respectively. �c is the crystal density, and
ts value is about 2.11 g cm−3 for KNO3 crystal at 20 ◦C [20].

In Eq. (1), the two terms on the right side of equal mark can
rderly represent the nucleation capacity and growth capacity of
rystallization system. In order to be convenient for description, it
Fig. 1. Schematic diagram of experimental apparatus for seeded batch cooling crys-
tallization.

is essential to separately define the two terms by variables XB and
XG, namely

XB = mL(1 + c0)[(c0 − c) + (mS/mL)]
�0

kB

(
c − csat

csat

)b
(2)

XG = 6mL(1 + c0)kv�c(−ln r)
k�w�0

kg

(
c − csat

csat

)g
(3)

where XB and XG denote the nucleation capacity and growth capac-
ity of crystallization system, respectively.

3. Experiments

3.1. Experimental apparatus

The schematic diagram of experimental apparatus is shown in
Fig. 1. Experiments are performed in a 600 ml glass jacket crystal-
lizer with a blade stirrer. The rotating speed of stirrer is hold at
about 750 r min−1 to ensure well-mixed crystal suspension. The
temperature of crystallizer is controlled by a numerical control
thermostat, and the concentration of crystallization solution is
determined real-timely by using a densimeter introduced by Wu et
al. [23] and Qiu and Rasmuson [24]. The transmittance is obtained
by a set of transmittance detector with the laser light wavelength of
680 nm and the flow-cell width w of 2.26 cm, and its specific work-
ing principle can refer to the literature [20,23]. All experimental
data, e.g., temperatures, densities, concentrations and transmit-
tances, are automatically collected and stored by PC every 3 s.

3.2. Experimental parameter conditions

Four runs of seeded crystallization experiments on KNO3–H2O
solution are designed. The initial solution concentration c0, the
mass ratio of KNO3 to H2O, is 0.2614 g g−1, and the corresponding

−3
solution density �0 and saturation temperature are 1.1284 g cm
and 15 ◦C, respectively. The cooling rate is set at 0.04 ◦C min−1. The
seed load mS and solution mass of each run are listed in Table 1. In
these runs, the seeds are sampled by international standard sieve
mesh and the relevant sizes are between 0.35 and 0.42 mm.
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Table 1
Values of seed load and solution mass in each experiment.

Run no. Seed load (g) Solution mass (g)

1 2.1937 620.0602
2 3.3171 620.0307
3 5.3372 620.0787
4 6.9214 620.0496

F
s

4

4

i
c
d
i
a
c
t

4

t
[
a
w
m

to a great extent, confirm that the solution crystallization is a sep-

T
V

ig. 2. Concentration versus time profiles fitted with experimental data (the initial
olution concentration (0.2614 g g−1) and cooling rate (0.04 ◦C min−1) are constant).

. Results and discussion

.1. Concentration and transmittance

The fitted profiles of concentration c versus time t are illustrated
n Fig. 2, and the transmittance r profiles are shown in Fig. 3. It
an be found that both concentration and transmittance start to
ecrease at about 5 min, implying that the supersaturated solution

n metastable zone is induced to generate solute precipitation by
rtificial loading seeds. From Figs. 2 and 3, we also know that the
oncentration and transmittance both drop more distinctly with
he increasing of seed load.

.2. Nucleation and growth rate parameters

Based on the experimental data of concentration and transmit-
ance, and the known data such as saturation concentration csat
20] and solvent mass mL, the nucleation rate parameters, kB and b,
nd growth rate parameters, kg and g, of each run can be estimated
ith Eq. (1) by multivariate nonlinear regression of Gauss–Newton
ethod, where the first-order derivative of concentration c with

able 2
alues of crystal nucleation and growth rate parameters (L0 ≈ 0.005 cm).

Run no. kB (g cm−3 min−1) b

1 0.736 ± 0.481 1.438 ± 0.369
2 1.141 ± 0.383 2.201 ± 0.191
3 0.483 ± 0.407 1.054 ± 0.874
4 0.204 ± 0.126 0.903 ± 0.505
Literature values [20] 0.26a 2.25

a In literature [20], kb = 2.11 × 106 g cm−6 min−1.
Fig. 3. Transmittance versus time profiles fitted with experimental data (the ini-
tial solution concentration (0.2614 g g−1), cooling rate (0.04 ◦C min−1) and flow-cell
width (2.26 cm) are constant).

respect to time t can be calculated by cubic spline method. The
results are listed in Table 2. For comparison, the literature [20]
values are also presented.

As far as the general deviation of crystallization kinetics calcula-
tion is concerned, according to Table 2, it is obvious that the fitted
parameter results not only agree well with those reported in the
literature, but the correlation coefficients are higher and the confi-
dence intervals are narrower. Therefore, we can conclude that the
fitting of model versus data is remarkable and the parameter results
are credible.

4.3. Nucleation and growth capacities

By using the present data of nucleation and growth rate param-
eters, concentration and transmittance, the nucleation capacity XB
and the growth capacity XG can be calculated by Eqs. (2) and (3),
respectively. The variations of XB and XG versus time are plotted in
Fig. 4, showing that XB in each run is continuously decreasing with
the prorogating of time, due to the reduction of supersaturation. On
the other hand, XG is gradually increasing even with the dropping
of supersaturation degree, due to the increasing of the total parti-
cle population in system. The variation characteristics of XB and XG,
aration process with a stage-transformation, i.e., from nucleation
dominated to growth dominated [19].

Fig. 4 also shows that, with the seed load increasing, the nucle-
ation capacity decreases and the growth capacity increases. As the

kg (cm min−1) g Correlation coefficient

0.907 ± 0.402 1.712 ± 0.927 0.926
0.218 ± 0.117 1.359 ± 0.364 0.943
0.884 ± 0.362 1.892 ± 0.828 0.908
0.425 ± 0.106 1.767 ± 0.683 0.924
0.15 1.5 –
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Fig. 4. Nucleation and growth capacities versus time curves obtained by backward
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Fig. 5. Crystal linear growth rate versus time curves obtained by backward calcula-
tion with Eq. (4) (G represents the linear growth rate of single crystal, the parameter
values of kg and g are listed in Table 2, the experimental data of concentration c is
shown in Fig. 2, the data of saturation concentration csat is reported in the literature
[20]).

Table 4
Data information of critical point that distinguishes nucleation dominated stage
from growth dominated stage.

Run no. tmi (min) ctmi
(g g−1) mtmi

(g)

1 28.5 0.2487 8.4366

T
S

alculations with Eqs. (2) and (3) (XB and XG represent the nucleation and growth
apacity separately, the parameter values of kB, b, kg and g are listed in Table 2, the
xperimental data of concentration c and transmittance r are shown in Figs. 2 and 3,
espectively).

ore seeds can supply the more surface area of particles, more
olute molecules can be precipitated on these surfaces, enhancing
he growth capacity and thus weakening the nucleation capacity
ccordingly. Form the report [9], to achieve more uniform size crys-
als, the nucleation capacity should be restrained while the growth
apacity should be enhanced. Hence, the strategy of increasing seed
oad is recommended for the better CSD of products.

Table 3 summaries the data of product particle sizes in the four
uns with the same cooling time. As can be seen, under the higher
eed load, the product sizes are more concentrated in certain or
everal adjacent zones, and the size distribution of final particles
s more uniform. This is in accord with the above mentioned con-
lusion that the nucleation capacity decreases and growth capacity
ncreases with a rise of the seed load.

.4. Linear growth rate of crystal

The linear growth rate of crystal, G, is also an important parame-
er to characterize the process kinetics of crystallization operation,
ince its value represents the increasing rate of single crystal size.
s far as KNO3–H2O system is concerned, the crystal growth behav-

or approximately obeys McCabe’s �L law [20], thus the different

ize particles have the similar linear growth rate and the rate value
an be calculated by

= kg

(
c − csat

csat

)g
(4)

able 3
ize information of crystal products without seed load optimization.

Run no. Mass fraction

Crystal sizes (mm)

<0.35 0.35–0.50 0.50–0.71 0.71–0.8

1 0.139 0.174 0.148 0.172
2 0.104 0.116 0.208 0.315
3 0.056 0.169 0.364 0.246
4 0.043 0.287 0.395 0.169
2 25.1 0.2496 9.1721
3 18.3 0.2529 9.5440
4 14.0 0.2550 10.1608

The curves of G versus time are illustrated in Fig. 5. As shown,
the rate G gradually decreases in the crystallization process. This
is because the operation selected a relative low cooling rate, the
solution supersaturation produced by temperature decreasing was
less than that consumed by solute precipitation, causing a drop of
the supersaturation degree and thus decreasing the growth rate.

Fig. 5 also indicates, being different from the case of the growth
capacity XG, the linear growth rate G decreases with a rise of the
seed load, probably due to the more seeds increasing the particle
population in system. Too many particles reinforce the competition
of adsorbing solute molecules, limiting the rapid growth of single
crystal and reducing the mean size of products. As shown in Table 3,

the mass fractions of crystal products whose size is equal or larger
than 0.85 mm are 0.367, 0.257, 0.165 and 0.106 in the four runs,
respectively. The degression shows that the higher seed load, the
lower mean size of final products in a limitation operation time.

Mass of crystal products (g)

5 0.85–1.0 >1.0

0.286 0.081 10.7638
0.212 0.045 13.0175
0.134 0.031 14.4596
0.106 – 17.0214
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Table 5
Size information of crystal products after seed load optimization.

Run no. Mass fraction

Crystal sizes (mm) Mass of crystal products (g)

<0.50 0.50–0.71 0.71–0.85 0.85–1.0 >1.0
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1 0.014 0.309 0.512
2′ 0.018 0.417 0.443
3′ 0.022 0.474 0.417
4′ 0.027 0.546 0.378

.5. Quantitative design of seed load

.5.1. The design basis and idea
According to the above kinetic analyses and calculations, the

eed load should be increased as much as possible to improve the
ize distribution of products. However, the more seeds could also
estrain the growth rate of single crystal and reduce the mean size
f products, so the seed load should be optimized.

As shown in Fig. 4, with the operation proceeding, the curve
f nucleation capacity is monotonously decreasing and the curve
f growth capacity is monotonously increasing in each run, there
xists an intersection point of two curves. If orderly define the
bscissa value of these points as tm1, tm2, tm3 and tm4 for the four
uns, it is obvious that when the operation was in the left zone of
ntersection point, the nucleation capacity was stronger than the
rowth capacity, and when the operation was in the right zone
f intersection point, the growth capacity was stronger than the
ucleation capacity, thus the intersection point represents the crit-

cal point that distinguishes the nucleation dominated stage from
he growth dominated stage. That is to say, when the crystalliza-
ion operation proceeded up to the moment of tm1, tm2, tm3 or tm4,
dynamic population balance of crystal particles had been built in

ystem, then the number of particles no longer increased greatly
nd most of solute molecules would be precipitated on the sur-
aces of particles already existed, i.e., the crystallization operation
tarted to be shifted from the nucleation dominated stage to the
rowth dominated stage. Hence, we conjecture, for a newly pre-
ared KNO3–H2O solution whose initial concentration equals that
f intersection point, as seeds loaded equals the amount of crystals
ccumulated in system at the intersection point time, the nucle-
tion dominated stage may be avoided and the growth dominated
tage will be introduced directly under the same cooling rate as
efore. Accordingly, more uniform size products will be obtained,
nd the mean size of final particles may also escape from reduc-
ng remarkably since the seed load is limited but not overdosed

ithout guidance.

.5.2. The example
For example, when the tm1≈28.5 min, as seen from Fig. 2, the

orresponding concentration value of ctm1 is about 0.2487 g g−1,
hus the accumulated crystal mass mtm1 in system can be calculated
s follows:

tm1 = mL1(c0 − ctm1 ) + mS1 ≈ 620.0602
1 + 0.2614

× (0.2614 − 0.2487)

+ 2.1937 = 8.4366(g) (5)

Similarly, for the second, third and fourth run, the relative val-
es of tmi, ctmi

and mtmi
(i = 2, 3, 4) can also be calculated, and the
elevant results are listed in Table 4.
Based on the seed load design in Section 4.5.1, for the newly pre-

ared experimental solution with initial concentration of ctmi
(i = 1,

, 3, 4), the loading mass of seeds mtmi
can be found in Table 4, and

he corresponding experimental results are summarized in Table 5.
0.143 0.022 11.3327
0.109 0.013 13.8641
0.087 – 15.0165
0.049 – 17.9518

It should be noted that, in the four new experiments, the operat-
ing parameters, such as seed size, cooling rate, stirring rate, and
so on, are scheduled the same as before, while the time interval is
shortened and set at (40 − tmi) min.

Comparison between Tables 5 and 3 indicates that when the
seeds are loaded quantitatively, the size distribution of products is
more concentrated, and the particle mean size does not also reduce
obviously. This implies the above quantitative method of seed load
could be effective and accessible.

5. Conclusions

For batch cooling crystallization with seed, employing the potas-
sium nitrate aqueous solution as a model system and on the basis
of kinetic experiments and simulations, this study confirms that
with an increase of seed load, the nucleation capacity decreases
and growth capacity increases, and the size distribution of crys-
tal products tends to be more uniform, but meanwhile the linear
growth rate of single crystal and the mean size of products both
reduce. Based on it, a quantitative design scheme concerning seed
load is put forward by further kinetic analyses to optimize the oper-
ation, and its effectiveness is gained the preliminary identification
from experiments.
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Appendix A.

The foundation to build the model of Eq. (1) is the mass balance
calculation of solute in both liquid and solid phases, i.e., the amount
of solute decreasing in liquid phase equaling the summation of new
nucleation mass and new growth mass of exiting crystals, and the
corresponding equation can be shown by

−mL
dc

dt
= XB + XG (6)

The nucleation capacity XB is the product of the crystal density
and the total volume of newly generated nuclei in the system per
unit time. Based on the assumption that the characteristic diame-
ters of newly generated nuclei are of the same size L0 [18–20], the
XB can be expressed by

XB = �ckvL3
0BV (7)
For the crystallization of limited cooling interval, the crystal
slurry volume V can be approximately calculated by [20]

V ≈ mL(1 + c0)
�0

(8)
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Defining the jth moment of crystal size distribution (CSD) func-
ion f(L,t) as follows:

j =
∫ +∞

L0

f (L, t)Lj dL (9)

The secondary nucleation rate B can be described by empirical
aw or correlated with the relative supersaturation and the third

oment of f(L,t) on the basis of unit mass solvent [25,26]:

= kbSb�̂3 (10)

he relative supersaturation S is defined by

= c − csat

csat
(11)

In view of the physical meaning of �̂3, kv�̂3 is the total vol-
me of crystal particles in the crystallization system. Thus, the mass
alance of solute can be obtained:

L(c0 − c) + mS = mL�ckv�̂3 (12)

rom Eq. (12), �̂3 can be expressed by

ˆ 3 = (c0 − c) + (mS/mL)
kv�c

(13)

ubstituting Eqs. (8), (10), (11) and (13) into Eq. (7) and suppos-
ng kB = kbL3

0, we can obtain Eq. (2) of calculating the nucleation
apacity XB. It is noted that, just as kb, the new variable kB can also
e regarded as the nucleation kinetics parameter, due to L0 being
pproximately constant in a certain system crystallization.

Similarly, the crystal growth capacity XG in Eq. (6) is the product
f the crystal density and the total volume of newly grown crystals
n the system per unit time, and it can be shown by

G = �c
dVc

dt
(14)

here Vc is the total volume of all crystals in the system, and it
enerally can be given as follows [20]:

c = Vkv

∫ +∞

L0

f (L, t)L3 dL (15)

During crystallization, the volume Vc increases with the growth
f crystals. In an infinitesimal time interval dt, the value of the
haracteristic size L will change to L + dl while the variation of CSD
unction f(L,t) can be neglected [27,28]. Therefore, the first-order
erivative of volume Vc with respect to time t can be obtained:

dVc

dt
= Vkv

∫ +∞

L0

3f (L, t)L2 dl

dt
dL (16)

here dl/dt is the so-called crystal linear growth rate G, which can
lso be described by empirical expression [25,26]:

dl

dt
= G = kgSg (17)

ubstituting Eq. (17) into Eq. (16) and assuming that the different
ize crystals have the similar linear growth rate, namely that the
rystal growth behavior obeys McCabe’s �L law [20,21], we can
ewrite Eq. (16) as follows:

dVc g

∫ +∞
2

dt
= 3VkvkgS

L0

f (L, t)L dL (18)

he integration term in Eq. (18) is the second moment �2 of f(L,t)
nd k��2 is the total surface area of crystals on the basis of unit
olume slurry at time t [20,29]. According to Beer–Lambert law, the

[

[

ng Journal 156 (2010) 360–365 365

laser transmittance is directly related with the total surface area of
crystals [20,26]:∫ +∞

L0

f (L, t)L2 dL = �2 = −2 ln r

k�w
(19)

Substituting Eqs. (8), (18) and (19) into Eq. (14), we can obtain Eq.
(3) of calculating the growth capacity XG.

Substituting Eqs. (2) and (3) into Eq. (6), we can obtain the kinetic
model of Eq. (1).
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